
Near-perfect GAN Inversion
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GANs: Image editing
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Pipeline for Editing Unseen Image via GANs

Image Generation

Achieve a capability
to generate diverse set

of photo-realistic
images

Image Inversion 

Locate the given
unseen image in the

range of the
Generator

Image Manipula5on

Traverse the
Generator space to
obtain meaningful

image manipula:ons

Tasks are not necessarily sequential.
Can be tackled separately.



Typical GAN setup
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Image from GAN Inversion: A Survey, Xia et al. arXiv ‘21

https://arxiv.org/pdf/2101.05278.pdf


Image Inversion: Common Techniques [1]

• Invert a given image back into the latent space

• Several methods:

• Optimization based
• Learning based

• Can be done in any intermediate latent space G
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Image Inversion: Common Techniques

• Optimize a loss function over z:
• 𝑧∗ = argmin

&
𝑙(𝑥, 𝐺 𝑧; 𝜃 )

Iterative methods mainly using gradient descent

Highly non-covex, computationally expensive

• Learning-based method:

Train encoder-decoder model

Image from GAN Inversion: A Survey, Xia et al. arXiv ‘21

https://arxiv.org/pdf/2101.05278.pdf


Image Inversion: Prior Work

• State-of-the-art learning-based method: Restyle-encoder [2]

Image from Restyle Encoder, Alaluf et al., ICCV’21 

https://yuval-alaluf.github.io/restyle-encoder/


Image Inversion:
Most techniques fail on Unseen Images

Original Projection [3] ReStyle [2] BDInvert [4] HFGI [5] Ensemble [6]



Idea: Fine tuning the Generator

• Initial estimate is obtained using a 
learning-based method

• Generator is fine-tuned so that the given image 
lies on the Generator manifold

• Key is to update the Generator manifold without 
affecting the disentanglement characteristics



How to preserve photo-realism in fine-tuning?

Reconstruction

Most loss functions ignore high-
frequencies

thus, 
use: Laplacian Pyramids

𝑳𝒓𝒆𝒄𝒐𝒏 = 𝑳𝒂𝒑. 𝑷𝒚𝒅. (𝒙, 𝑮 𝒛 )

Photo-realism

Degree of realism is governed
by Discriminator

Thus,
Use: Discriminator Loss

𝑳𝒂𝒅𝒗_𝒍𝒐𝒄𝒂𝒍 =
𝒍𝒐𝒈 𝑫 𝒙 + 𝒍𝒐𝒈 (𝟏 − 𝑫 𝑮 𝒛 )



How to prevent overfiMng?

• Key is to update the Generator manifold without affecting the disentanglement characteristics

Global Cohesion Loss
Use Discriminator Loss on other parts of the GAN manifold

𝑳𝒈𝒍𝒐𝒃𝒂𝒍 = 𝔼𝒙 𝒍𝒐𝒈 𝑫 𝒙 + 𝔼𝒛[𝒍𝒐𝒈 (𝟏 − 𝑫 𝑮 𝒛 ) ]

𝑳𝒕𝒐𝒕𝒂𝒍 = 𝕝𝒑[𝑳𝒍𝒐𝒄𝒂𝒍 + 𝑳𝒂𝒅𝒗𝒍𝒐𝒄𝒂𝒍] + 𝑳𝒈𝒍𝒐𝒃𝒂𝒍



Results: FFHQ dataset
Original ProjecBon ReStyle BDInvert HFGI Ensemble Ours



Original Projection ReStyle Ours

Original ProjecBon ReStyle Ensemble Ours



Most off-the-shelf Editing methods works!

𝐸𝑦𝑒𝑠

𝑀𝑜𝑢𝑡ℎ 𝐻𝑎𝑖𝑟

𝐿𝑖𝑝𝑠𝑡𝑖𝑐𝑘

Using StyleSpace [7]





Some quantitative results

AblaBon on FFHQ
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What can a pre-trained StyleGAN2 generate?



Can be obtained by fine-tuning…
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