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Denoising diffusion probabilistic models (DDPMs)

J. Ho et al. Denoising diffusion probabilistic models. NeurIPS 2020

https://proceedings.neurips.cc/paper/2020/file/4c5bcfec8584af0d967f1ab10179ca4b-Paper.pdf


DDPMs: Basic idea

J. Ho et al. Denoising diffusion probabilistic models. NeurIPS 2020 
Blog introduction: https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

CVPR 2022 tutorial

Unconditional CIFAR10 sample generation

https://proceedings.neurips.cc/paper/2020/file/4c5bcfec8584af0d967f1ab10179ca4b-Paper.pdf
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://cvpr2022-tutorial-diffusion-models.github.io/


DDPMs: Basic idea

J. Ho et al. Denoising diffusion probabilistic models. NeurIPS 2020 

• Forward process ! turns images into Gaussian noise 
• Reverse process 4 turns noise into images
• Provided the increments of 5 are small enough, 40(6.1+|6.) is 

Gaussian and we can train a neural network to estimate the 
mean of 6.1+ given 6.

https://proceedings.neurips.cc/paper/2020/file/4c5bcfec8584af0d967f1ab10179ca4b-Paper.pdf


DDPMs: Basic idea

J. Ho et al. Denoising diffusion probabilistic models. NeurIPS 2020 

• 2!(3" , ,) is the predicted noise component of 
image 3" given noise level ,

• Network parameters 5 are updated to 
reduce L2 error between actual noise 2 and 
predicted noise 2!(3" , ,)

3"

https://proceedings.neurips.cc/paper/2020/file/4c5bcfec8584af0d967f1ab10179ca4b-Paper.pdf


DDPMs: Basic idea

J. Ho et al. Denoising diffusion probabilistic models. NeurIPS 2020 

https://proceedings.neurips.cc/paper/2020/file/4c5bcfec8584af0d967f1ab10179ca4b-Paper.pdf


How do we do this in practice?

• Step 1: Sample image from the 
dataset, generate noisy image 
using forward process 

• Step 2: Given noisy image, 
generate slightly noisier image

https://www.eecs.umich.edu/courses/eecs442-ahowens/fa23/slides/lec11-diffusion.pdf

https://www.eecs.umich.edu/courses/eecs442-ahowens/fa23/slides/lec11-diffusion.pdf


How do we do this in practice?

Input Output
U-net

U-net

During Training During Inference

U-net predicts the noise

https://www.eecs.umich.edu/courses/eecs442-ahowens/fa23/slides/lec11-diffusion.pdf

https://www.eecs.umich.edu/courses/eecs442-ahowens/fa23/slides/lec11-diffusion.pdf


Class-conditioned DDPMs

P. Dhariwal and A. Nichol. Diffusion Models Beat GANs on Image Synthesis. NeurIPS 2021

• “We can sample with as few as 25 forward passes while maintaining FIDs comparable to BigGAN”

https://arxiv.org/pdf/2105.05233.pdf
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Conditional generation
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[Dhariwal & Nichol 2021] 

Classifier guidance scale = 1 Classifier guidance scale = 10 

8 = “Pembroke Welsh corgi”
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Classifier guidance

• We can sample from the class-conditional density +(2-|B) with the help of 
a pre-trained classifier C(B|2-)

• Bayes rule: 

•+ 2- B ∝ C B 2- + 2-
•log + 2- B = log C B 2- + log + 2- + const.

•∇<) log + 2- B = ∇<) log C B 2- + ∇<) log + 2-

• To sample from class B, steer sample in the modified direction ∇<)[log + 2- +L logC B 2- ]

unconditional score 
function (pre-trained)

obtained from classifier 
output

conditional score function



Classifier-free guidance

• Instead of training an additional classifier, get an “implicit classifier” by jointly 

training a conditional and unconditional diffusion model: $ % &! ∝ ( &! % /( &!
• Both ( &! % and ( &! are represented using the same network, trained by 

dropping out % with some probability 

(corresponding to the unconditional case)

• The modified score function corresponding to this implicit classifier is 

• ∇"% log ( &! +/ log$ % &! = ∇"% log ( &! +/(log ( &! % − log ((&!))

J. Ho and T. Salimans. Classifier-Free Diffusion Guidance. arXIv 2021

Sample is steered away from the unconditional 
distribution in the direction of the conditional one

https://arxiv.org/pdf/2207.12598.pdf


Classifier-free guidance

J. Ho and T. Salimans. Classifier-Free Diffusion Guidance. arXIv 2021

https://arxiv.org/pdf/2207.12598.pdf


DDPMs: Implementation 
• U-Net architectures are typically used to represent ;0(6. , 5)
• Bells and whistles: residual blocks, self-attention 

• Time is encoded using sinusoidal positional embeddings or random Fourier features, fed into the U-Net using 
addition or adaptive normalization

Source: CVPR 2002 DM tutorial

https://cvpr2022-tutorial-diffusion-models.github.io/


Attention Module



Text-guided diffusion
• Instead of a class label, < can be an encoded text prompt, 

injected into the U-Net using cross-attention

Image source

Conditioning information: 
text c, time t

7#(8" , =, ,)

Slide from Jia-Bin Huang
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Text-guided diffusion
• Instead of a class label, < can be an encoded text prompt, 

injected into the U-Net using cross-attention
• Classifier-free guidance works the same way as before, by 

training both conditional and unconditional models using text 
dropout

• CLIP guidance: steer samples in the direction of ∇:!CLIP(6. , <)
• Note: both classifier and CLIP must be noise-aware (trained on 

noised images)



Cross Attention Module

Text

Image

Q comes from Text; K, V comes from Image



CLIP

A. Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021
https://openai.com/blog/clip/

Contrastive objective: in a batch of N 
image-text pairs, classify each text 
string to the correct image and vice 
versa

https://arxiv.org/pdf/2103.00020.pdf
https://openai.com/blog/clip/


Text-guided diffusion
• Instead of a class label, < can be an encoded text prompt, 

injected into the U-Net using cross-attention

Image source

https://arxiv.org/pdf/2208.01626.pdf


DALL-E 2

A. Ramesh et al. Hierarchical text-conditional image generation with CLIP latents. Preprint 2022

https://cdn.openai.com/papers/dall-e-2.pdf


DALL-E 2

CLIP text 
encoding

Generative model to 
produce CLIP image
encoding given CLIP 

text encoding

CLIP image 
encoding

Diffusion model (GLIDE) 
conditioned on CLIP image 

embedding and text prompt 
Generate at 64x64, upsample
to 256x256, then upsample to 

1024x1024



DALL-E 2: Results



DALL-E 2: Results



DALL-E 2: Results



DALL-E 2: Limitations



Google Imagen (not public)

C. Saharia et al. Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding. NeurIPS 2022

https://imagen.research.google/paper.pdf


Google Imagen: Details

C. Saharia et al. Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding. NeurIPS 2022

• Text encoder is a large language model 
(4.6B parameters) trained on text only

• Diffusion model to generate at 64x64, upsample
to 256x256, then 1024x1024
• Architecture: efficient U-Net (2B parameters): more 

parameters at lower resolutions, convolutions after
downsampling and before upsampling

• Classifier-free guidance with a dynamic thresholding
technique, enabling good generation quality with 
high guidance weights 

• Training dataset: 460M image-text pairs (internally 
collected), 400M pairs from the LAION dataset

https://imagen.research.google/paper.pdf
https://laion.ai/blog/laion-400-open-dataset/


• Impact of model size, implementation choices

Google Imagen: Evaluation

Curves are obtained by varying guidance weight
FID evaluated on COCO dataset by sampling prompts and generating images using the same prompts



• Human evaluation on DrawBench (set of 200 prompts)

Google Imagen: Evaluation



Imagen vs. DALL-E 2

“A yellow book and a red vase”



Imagen vs. DALL-E 2

“A black apple and a green backpack”

Imagen is better than DALL-E 2 in assigning the colors to the objects



Imagen vs. DALL-E 2

“A storefront with Text to Image written on it”



Imagen vs. DALL-E 2

“A panda making latte art”



Imagen vs. DALL-E 2

“A horse riding an astronaut”



Challenge: Resolution

92
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Cascade Diffusion Models

8"

!
U-Net

*

9# 8$, ,, :
Estimated score

Time

Noisy 
image 

× % − 1

64×64

078%
U-Net

× % − 1

Text-to-image Diffusion Model SR Diffusion Model SR Diffusion Model

0781
U-Net

× % − 1

Prompt H

256×256 1024×1024
[Ho et al. 2021] [Imagen: Saharia et al. 2022] Slide from Jia-Bin Huang



Cascade Diffusion ModelsLatent

Encoder

!
Input $ Reconstruction B$

Latent "
"

Decoder

-;<=>?

-@AB
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[Rombach et al. 2022] [Vahdat et al. 2021] Slide from Jia-Bin Huang



Cascade Diffusion ModelsLatent

Encoder

!
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Cascade Diffusion ModelsLatent

Encoder

!
Input $ Reconstruction B$

Latent "
"

Decoder

"#
Denoising #

"#%" #"&⋯ Denoising # "
Decoder

SampleSlide from Jia-Bin Huang



Cascade Diffusion ModelsEnd-to-end

Adjusted noise schedules 
[Chen et al. 2023] [Hoogeboom et al. 2023]

3( #
U-Net

(

4) 3*, 6
Estimated 

score

Time

Noisy 
image 

× E − 1

!#
Denoising # !#%" !!⋯ Denoising #

Multi-scale loss
simple diffusion [Hoogeboom et al. 2023]

Progressive training
Matryoshka Diffusion Models [Gu et al. 2023]

CD $ N
G
1
O P(

G×G 9
Single-scale Multi-scale

Slide from Jia-Bin Huang



Latent diffusion model (basis of Stable Diffusion)

• Key idea: train a separate encoder and decoder to convert images 
to and from a lower-dimensional latent space, run conditional 
diffusion model in latent space

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e

R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e
https://arxiv.org/pdf/2112.10752.pdf


Latent diffusion model (basis of Stable Diffusion)

• Key idea: train a separate encoder and decoder to convert images 
to and from a lower-dimensional latent space, run conditional 
diffusion model in latent space

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e


Latent diffusion model (basis of Stable Diffusion)

• Key idea: train a separate encoder and decoder to convert images 
to and from a lower-dimensional latent space, run conditional 
diffusion model in latent space

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e

Close-up of U-Net: Conditioning information incorporated using cross-attention

https://medium.com/@steinsfu/stable-diffusion-clearly-explained-ed008044e07e


Latent diffusion model (basis of Stable Diffusion)



Challenge: Inference Speed



Denoising Diffusion Implicit Models (DDIMs)

Sangwoo Mo, Introduction to Diffusion Models

https://www.slideshare.net/sangwoomo7/introduction-to-diffusion-models


DDIM follows a deterministic process

The same original noise %& to same image %'

DDPM follows stochastic process

DDIM follows deterministic process

Tidiane Ndir, presentation on Faster diffusion, Uni of Freiburg

https://www.youtube.com/watch?v=IVcl0bW3C70
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DDIM reduces the sampling steps significantly
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Progressive Distillation

Salimans et al, Progressive distillation for fast sampling of diffusion models

https://arxiv.org/pdf/2202.00512.pdf


Progressive Distillation: Results
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Guided Distillation

Slide from Jia-Bin Huang
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Guided Distillation
∇ log 6= 7 "" +
Unconditional score Conditional scoreConditional score

;∇ log 67 ""|1∇ log 7( ""|1 1 − ;

9-
!

U-Net

,

9# 8$, ,, :
Estimated score

8

9-
!

U-Net

,

9# 8$, ,, ∅
Estimated score

∅
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Guided Distillation

Classifier-free guidance
distillation

+ Progressive distillation

+ Latent diffusion models

[Meng et al. 2023]Slide from Jia-Bin Huang



Guided Distillation

[Meng et al. 2023]Slide from Jia-Bin Huang
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Consistency Models

[Song et al. 2023]
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[Song et al. 2023]

3!, 0 3", 6 3"! , 6# 3$, F

H! 8"! , ,′
H! 8" , ,

H! 8( , E

generation:Single-step 

3$, F

H! 8( , E

Consistency Models
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[Song et al. 2023]

3!, 0 3", 6 3"! , 6# 3$, F

H! 8"! , ,′
H! 8" , ,

H! 8( , E

generation:Multi-step 

3$, F

H! 8( , E

Add noise

H! 8" , ,
3", 6

Consistency Models
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Latent Consistency Models

Song et al., Consistency Models Luo et al, Latent Consistency Models: Synthesizing High-Resolution Images with Few-step Inference

Latent Consistency Models: combine the above idea with Latent Diffusion Models

Consistency Models

https://arxiv.org/pdf/2303.01469.pdf
https://openreview.net/pdf?id=duBCwjb68o


Latent Consistency Models: Results



LCM [Luo et al. 2023]

Consistency ModelsLatent

4-step inferenceSlide from Jia-Bin Huang



Consistency ModelsLatent + LoRA

LCM-LoRA [Luo et al. 2023]Slide from Jia-Bin Huang



Consistency ModelsLatent + LoRA
[Hu et al. 2021]

!
U-Net

Pretrained 
diffusion model  

PixelArt Lego

Low-rank Adaptation:

IKEA instructions Anime
Slide from Jia-Bin Huang



Consistency ModelsLatent + LoRA
[Hu et al. 2021]

!
U-Net

Pretrained 
diffusion model  

Low-rank Adaptation:

Computationally expensive

High storage requirement

PixelArt Lego IKEA instructions Anime

!!
U-Net

!"
U-Net

!#
U-Net

!$
U-Net
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Consistency ModelsLatent + LoRA
[Hu et al. 2021]
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Pretrained 
diffusion model  
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Low-rank Adaptation:
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Consistency ModelsLatent + LoRA
[Hu et al. 2021]

!
U-Net

Pretrained 
diffusion model  

PixelArt Lego

Low-rank Adaptation:

IKEA instructions Anime

!!
U-Net

!"
U-Net

!#
U-Net

!$
U-Net

Finetuning cross-attention layers

E

F

+ )E

G *G
F

'!
!"

!
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LCM-LoRA [Luo et al. 2023]

Consistency ModelsLatent + LoRA

K/01K2345
(LCM-LoRA)

K46785

(Style-LoRA)
Style vector 
QJKLMN = RJKLMN − ROPJN

Acceleration vector 
Q*QR = R*QR − ROPJN

7G>HIJ

Combined vector
QSTUO = SJKLMNQJKLMN + S*QRQ*QR

Slide from Jia-Bin Huang



LCM-LoRA [Luo et al. 2023]

Consistency ModelsLatent + LoRA

Slide from Jia-Bin Huang
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Adversarial Diffusion Distillation

[Sauer et al. 2023]

"
U-Net

Pretrained model  

!
Student model

U-Net

!"
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Adversarial Diffusion Distillation

[Sauer et al. 2023]

"
U-Net

!
Student model

U-Net

!"

Pretrained model  

Slide from Jia-Bin Huang



%12!2 ,

Adversarial Diffusion Distillation

[Sauer et al. 2023]

"
U-Net

!
Student model

U-Net

!"

Discriminator

$
!

Teacher model  

Denoised image predicted by the teacher: 
blurry

Problem:

Idea: 
Use both adversarial loss and 
score distillation loss 
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Adversarial Diffusion Distillation

[Sauer et al. 2023]

"
U-Net

!
Student model

U-Net

!"

Discriminator

$
!

Teacher model  

Denoised image predicted by the teacher: 
blurry

Idea: 
Use both adversarial loss and 
score distillation loss 

Problem:

Slide from Jia-Bin Huang



[Sauer et al. 2023]





Recent Improvements



Recall Stable Diffusion (SD v1.4, SD v1.5, SD v2.1)



Improved SDXL pipeline

• Separate refiner model
• Two text-encoders
• Bigger U-net with more attention blocks and higher number of parameters

https://towardsdatascience.com/the-arrival-of-sdxl-1-0-4e739d5cc6c7

https://towardsdatascience.com/the-arrival-of-sdxl-1-0-4e739d5cc6c7


SDXL

https://towardsdatascience.com/the-arrival-of-sdxl-1-0-4e739d5cc6c7

https://towardsdatascience.com/the-arrival-of-sdxl-1-0-4e739d5cc6c7


SDXL: Improvements in generation quality

Comparing user preferences 
between SDXL and 
previous models.

Improving Latent Diffusion Models for High-Resolution Image Synthesis

https://arxiv.org/abs/2307.01952


SDXL: Results



SDXL: Results



SD3

https://stability.ai/news/stable-diffusion-3-research-paper

https://stability.ai/news/stable-diffusion-3-research-paper


SD3: Results



Local Customization of Diffusion Model

157

Diffusion Model Image Space

Ref: DreamBooth, Ruiz et al., CVPR ‘23



DreamBooth: Local Customization of Diffusion Model

158

t = T t = 0

“[V*] Dog”

Loss

• Fine-tune the diffusion model

• Challenges of compute expense

Ref: DreamBooth, Ruiz et al., CVPR ‘23



DreamBooth with Low Rank Approximation (LoRA)

159

t = T t = 0

“[V*] Dog”

Loss

Ref: DreamBooth, Ruiz et al., CVPR ’23
LoRA, Hu et al., ‘21

LoRA Adapter



Low Rank Approximation (LoRA)

160
Ref: LoRA, Hu et al. 2021

LoRA Adapter

How to use LoRA
Fine-tuning for 

Stylization?
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DreamBooth with Low Rank Approximation (LoRA)

DreamBooth
using LoRA
on SD v1.5

LoRA Adapter

A [V] dog
Fine-tuning on

Subject
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DreamBooth with Low Rank Approximation (LoRA)

DreamBooth
using LoRA
on SD v1.5

LoRA Adapter

A [V] dog

A statue in [S] style
[S]: “matte black sculpture”

DreamBooth
using LoRA
on SD v1.5

LoRA Adapter

A cat in [S] style; A men in [S] style; Old lady in [S] style

Fine-tuning on
Subject

Fine-tuning on
Style

Doesn’t 
work!
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DreamBooth with Low Rank Approximation (LoRA)

DreamBooth
using LoRA
on SD v1.5

LoRA Adapter

A [V] dog

A statue in [S] style
[S]: “matte black sculpture”

DreamBooth
using LoRA
on SD v1.5

LoRA Adapter

A cat in [S] style; A men in [S] style; Old lady in [S] style

Fine-tuning on
Subject

Fine-tuning on
Style

Doesn’t 
work!
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A statue in [S] style
[S]: “matte black sculpture”

DreamBooth
using LoRA

on SDXL
LoRA Adapter

A cat in [S] style; A men in [S] style; Old lady in [S] style

LoRA on SDXL

Ref: SDXL, Podell et al. ‘23

Works with 
SDXL!
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DreamBooth LoRA on SDXL for Stylizations



Can we Merge Content and Style Models?

166

Content Images

Lc

“A [V] dog”

Content 
LoRA

[V] with angel wings [V] in wizard outfit [V] as nurse

Content 
Model



Can we Merge Content and Style Models?

167

Content Images

Lc

“A [V] dog”

Content 
LoRA

[V] with angel wings [V] in wizard outfit [V] as nurse

Style Image

Ls

“Flowers in [S] style”

Style 
LoRA

penguin in [S] style bike in [S] style

Content-only 
Model

Style-only 
Model

DreamBooth DreamBooth



Can we Merge Content and Style Models?

168

Content Images

Lc

“A [V] dog”

Content 
LoRA

[V] with angel wings [V] in wizard outfit [V] as nurse

Style Image

Ls

“Flowers in [S] style”

Style 
LoRA

penguin in [S] style bike in [S] style

Content 
Model

Style 
Model

Content + Style



Can we Merge Content and Style Models?

169

Content Images

Lc

“A [V] dog”

Content 
LoRA

Style Image

Ls

“Flowers in [S] style”

Style 
LoRAContent 

Model

Style 
Model



ZipLoRA: Alignment Loss

170

ΔW1 ΔWN

ΔW1 ΔWN

✕ ✕

✕ ✕

Ls

Lc

. . .

. . .

Flowers
 in [S] style

✕ ✕

✕ ✕

Flowers
 in [S] style

✕ ✕

✕ ✕

✕ ✕

✕ ✕

Flowers
 in [S] style

Lc+s✕ ✕

✕ ✕

Flowers
 in [S] style

✕ ✕

✕ ✕

Lc+s

A [V] 
dog

Flowers
 in [S] style

D + Lc+s

D + Lc+s

-

-||

||
Key Idea: Alignment Loss

Make V) and V* orthogonal 
with each other!



Any Subject in Any Style

171



172
Ref: StyleDrop, Sohn et al., NeurIPS ‘23
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https://virajshah.com/sc395-feedback4

Please fill in the Feedback Form at:

Thank You!


